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Prompt Engineering 
 

What is Prompt Engineering? 

Definition: 
Prompt engineering is the process of designing, crafting, and refining inputs (prompts) that 

are given to an AI model, particularly large language models like GPT (Generative Pretrained 

Transformer), in order to guide the model’s output. 

 

Importance of Prompt Engineering: 

1. Maximizes AI Output Quality: 

By crafting well-structured prompts, prompt engineering helps ensure that AI 

generates useful, accurate, and relevant responses, reducing the chances of irrelevant 

or nonsensical outputs. 

2. Enables Task Specialization: 

It allows users to tailor AI models for a variety of specialized tasks, from writing and 

translation to coding and summarization, by giving clear, context-specific 

instructions. 

3. Improves Efficiency: 

Well-engineered prompts lead to faster and more accurate results, saving time and 

improving productivity in AI-assisted tasks. 

4. Reduces Ambiguity: 

By minimizing vague or unclear prompts, prompt engineering ensures that the AI has 

a clearer understanding of what is being asked, preventing misinterpretations or 

irrelevant outputs. 

5. Facilitates Customization: 

It empowers users to modify AI behavior, such as adjusting the tone, style, or level of 

detail in generated content, making the model adaptable to various needs. 

 

  



Prompt Engineering with Junaid Khateeb 

 

2 | P a g e   + 9 1 - 9 3 2 3 9 3 0 6 1 9  /  + 9 1 - 9 8 2 0 1 8 3 8 6 4  
 

Use Cases in AI, Machine Learning, and Natural Language Processing (NLP): 

1. Natural Language Understanding & Generation: 

o Text Summarization: Crafting prompts that guide AI in generating concise 

summaries of long documents. 

o Text Translation: Providing context-aware prompts to translate text accurately 

between languages. 

o Sentiment Analysis: Prompts that help AI analyze and classify the emotional 

tone in a given text. 

2. Content Creation and Writing Assistance: 

o Creative Writing: Generating stories, poems, or articles based on specific 

creative prompts that provide a starting point or direction. 

o Copywriting: Designing prompts that guide AI to generate persuasive or 

engaging marketing copy, blog posts, or advertisements. 

o Blog/Article Outlines: Creating structured outlines for content generation 

based on specific themes or topics. 

3. Chatbots & Conversational AI: 

o Customer Support: Structuring prompts to train AI models for answering 

customer inquiries, providing solutions, and handling different scenarios. 

o Personal Assistants: Designing natural conversational prompts to enhance the 

AI's performance in scheduling, reminders, and information retrieval. 

4. Problem Solving and Programming: 

o Code Generation and Debugging: Prompting AI to generate code snippets, 

debug errors, or explain programming concepts, enhancing software 

development. 

o Mathematical Problem Solving: Designing prompts for AI to solve 

mathematical equations or perform calculations in specific fields, such as 

algebra or calculus. 

5. Data Analysis & Research: 

o Data Extraction: Crafting prompts that help extract key information from large 

datasets, research papers, or news articles. 

o Hypothesis Generation: Using AI to assist researchers by prompting it to 

suggest potential research questions or hypotheses based on existing data. 

6. Educational and Tutoring Systems: 

o Personalized Learning: Designing prompts for AI-powered educational tools 

to provide tailored tutoring experiences based on a student’s specific learning 

needs. 
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o Quiz Generation: Creating prompts that instruct AI to generate quizzes or tests 

on a specific subject or topic, catering to different difficulty levels. 

7. Business Intelligence: 

o Market Analysis and Trend Prediction: Prompts can be structured to guide AI 

in analyzing market trends, consumer behavior, and financial data for strategic 

insights. 

o Competitive Analysis: Tailoring prompts for AI to gather insights on 

competitors, industry trends, and key market players. 

 

Overview of AI Language Models 

AI language models are a subset of artificial intelligence designed to understand, generate, 

and manipulate human language. These models are built using large datasets and deep 

learning techniques, specifically neural networks, to process and generate text that mimics 

human language. They are trained to predict the likelihood of the next word or sequence of 

words based on the input provided, making them incredibly effective in tasks like text 

generation, translation, summarization, and question answering. 

There are several types of language models, but some of the most popular ones include GPT, 

BERT, and T5, each serving different purposes depending on the task at hand. 
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GPT (Generative Pretrained Transformer) 

GPT is one of the most widely known and powerful language models, developed by OpenAI. 

It is based on the Transformer architecture, which is known for its ability to handle long-

range dependencies in text and its effectiveness in natural language processing tasks. 

 Generative: GPT generates new text based on a given prompt, making it suitable for 

tasks like writing stories, articles, or even answering questions. 

 Pretrained: GPT is pretrained on massive amounts of text data, allowing it to 

understand language and context without needing task-specific training. This 

pretraining helps it generate human-like responses across a variety of domains. 

 Transformer Architecture: The Transformer architecture focuses on attention 

mechanisms, enabling the model to process information in parallel and capture 

relationships between words, even if they are far apart in a sentence. 
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In the context of Transformers like GPT (Generative Pretrained Transformer), the 

concepts of positional encoding, attention, and self-attention are foundational to 

how the model processes and understands language. These mechanisms are key to 

making Transformers highly effective for tasks like text generation, translation, and 

other natural language processing tasks. 

1. Positional Encoding adds information about the position of each word in a sequence 

to the input embeddings. 

2. Self-Attention allows each word to attend to (consider) all other words in the 

sequence when generating its representation, capturing contextual relationships. 

3. Attention (in general) helps the model prioritize which words should be more 

influential when making predictions or generating text. 

These mechanisms, together, give GPT its power to process long sequences of text, 

understand complex relationships, and generate coherent, contextually rich outputs. The 

ability to attend to every part of the sequence through self-attention and maintain awareness 

of word order via positional encoding are key to GPT's success in language generation.  

 

BERT (Bidirectional Encoder Representations from Transformers) 

 

BERT is another influential language model, developed by Google. Unlike GPT, which is 

generative, BERT is designed for tasks that require understanding the meaning of a text, 

making it better suited for tasks like question answering, sentiment analysis, and named 

entity recognition. 

 Bidirectional: Unlike traditional models that process text in a left-to-right or right-to-

left manner, BERT processes text in both directions at once (bidirectionally), allowing 

it to understand the full context of a word within a sentence. 

 Pretraining on Masked Language Modeling (MLM): BERT is trained using a 

method where some words in a sentence are randomly masked, and the model must 

predict them. This helps it develop a deep understanding of word context and 

relationships. 

 

T5 (Text-to-Text Transfer Transformer) 

 

T5, developed by Google, is another Transformer-based model, but it frames every NLP task 

as a text-to-text problem. In other words, no matter the task—be it text classification, 

summarization, translation, or question answering—T5 converts it into a format where both 

the input and output are text. 

 Text-to-Text Framework: This unifies a variety of NLP tasks under a single model 

architecture. For example, translating English to French could be framed as "Translate 

English to French: {sentence}" and the model will generate the French translation. 
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 Pretraining on a Multi-Task Learning Setup: T5 is trained on a diverse set of tasks, 

making it versatile and able to handle a wide range of NLP problems with ease. 

 

 

 

How AI Processes Prompts 

When you provide a prompt to an AI model like GPT, the model processes it in several stages 

to understand the input and generate a meaningful response. Two critical aspects of this 

process are tokenization and embeddings, which play a crucial role in how the AI interprets 

your prompt. Additionally, the way context is handled can significantly affect the model’s 

understanding and output. 

1. Tokenization 

What is Tokenization? 

Tokenization is the process of breaking down text into smaller units, called tokens, which can 

be words, subwords, or characters. The model doesn't directly work with raw text but instead 

works with these tokens. 

 Why Tokenization? 

Tokenization is necessary because it allows the model to handle text in a more 

structured way. By converting text into tokens, the model can focus on understanding 

the underlying patterns and relationships between these tokens, which makes 

language processing more efficient. 

How Tokenization Works in GPT: 

1. Text Input: When you input a prompt like "What is the capital of France?", the first 

step is tokenization. 

2. Splitting into Tokens: The sentence is broken down into smaller chunks. For 

example, “What is the capital of France?” could be tokenized into something like: 

o ["What", "is", "the", "capital", "of", "France", "?"] 

o Or, depending on the model's tokenizer, some words might be split further into 

smaller subwords (e.g., “capital” could be split into ["cap", "ital"]). 
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3. Mapping to Tokens: Each of these tokens is then mapped to a unique identifier or 

index in the model’s vocabulary. 

Why is Tokenization Important? 

 Tokenization helps the model process and understand input text in a manageable way. 

Since AI models like GPT have a fixed vocabulary, tokenization allows them to 

translate any given input into a format they can understand. 

 

2. Embeddings 

What are Embeddings? 

After tokenization, the model needs to convert tokens (which are essentially just numbers) 

into embeddings, which are dense vector representations of words or subwords. These 

embeddings capture semantic information about the tokens—essentially encoding their 

meanings in a mathematical form. 

 Word Embeddings: For example, the word "France" might have an embedding that 

captures its meaning and relationship to other words (like "country," "Europe," etc.). 

 Subword Embeddings: If the token is a part of a word (like "cap" from "capital"), it 

will have its own embedding that still relates to the meaning of the whole word. 

How Embeddings Work in GPT: 

1. Converting Tokens to Vectors: Each token (e.g., "capital") is mapped to a high-

dimensional vector in the model's embedding space. 

2. Contextual Understanding: These embeddings are not static—meaning, the meaning 

of a token can change depending on its context in a sentence. For instance, the word 

"bank" will have different embeddings depending on whether it refers to a financial 

institution or the side of a river. 

3. Positional Encoding: Embeddings are then combined with positional encoding to 

provide information about the token’s position in the sequence, helping the model 

maintain awareness of word order. 

Why are Embeddings Important? 

 Embeddings help the model convert raw, discrete tokens into continuous vectors that 

capture rich, contextual meanings, making it possible for the model to understand and 

generate nuanced text. 
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Types of Prompts 

When interacting with AI models like GPT, the way you frame your prompt influences the 

quality and relevance of the response. There are several types of prompts, each serving a 

different purpose depending on the task at hand. Below, we'll explore four key types of 

prompts with examples: 

 

1. Open-ended Prompts 

Definition: 

Open-ended prompts are broad and allow the AI to generate a response without strict 

limitations or specific guidance. These prompts encourage more creative, elaborate, or 

exploratory answers, often used when you want the AI to produce ideas or provide in-depth 

explanations. 

Key Characteristics: 

 The prompt does not have a clear or narrow focus. 

 It invites a free-form, thoughtful response. 

 Often used in creative tasks or when the goal is to generate multiple ideas or 

solutions. 

Example: 

 Prompt: "Tell me about the history of space exploration." 

o Expected Output: A detailed, narrative response that could include 

milestones, key figures, and technological advancements in space exploration. 

 Prompt: "What are the main challenges facing artificial intelligence today?" 

o Expected Output: A broad explanation of various issues like ethics, bias, data 

privacy, etc. 

Use Cases: 

 Creative writing (e.g., brainstorming story ideas). 

 General knowledge inquiries (e.g., history, science). 

 Exploratory discussions (e.g., philosophical or speculative topics). 

 

2. Instructional Prompts 

Definition: 

Instructional prompts are designed to give the AI specific, clear tasks or instructions to 

follow. These prompts guide the AI on what action to perform or what type of response to 

generate. The response is typically structured, direct, and follows the instructions provided.  

Key Characteristics: 
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 Provides explicit direction. 

 Can be used for tasks that require structured output. 

 Typically results in short, focused responses. 

Example: 

 Prompt: "Summarize the following article in two sentences." 

o Expected Output: A concise summary of the article, capturing the main 

points in a brief manner. 

 Prompt: "Write a 100-word description of the Eiffel Tower." 

o Expected Output: A short description of the Eiffel Tower, highlighting key 

facts, such as its location, history, and significance. 

Use Cases: 

 Summarization tasks. 

 Writing assistance (e.g., generating specific text length or format). 

 Instruction-based tasks (e.g., “Translate this sentence into French”). 

 

3. Contextual Prompts 

Definition: 

Contextual prompts provide a background or context that the AI can use to generate a more 

tailored response. These prompts give the AI more specific information about the situation or 

environment, which helps it produce more accurate, context-aware answers. 

Key Characteristics: 

 Includes relevant background or information that shapes the response. 

 Helps the AI tailor its output to a specific scenario. 

 Typically used when the task involves interpreting context or understanding a 

situation. 

Example: 

 Prompt: "Given that the climate in the tropics is warm and humid, what are some 

common crops grown in tropical regions?" 

o Expected Output: A list of crops like bananas, coconuts, and sugarcane, with 

explanations of why they thrive in tropical climates. 

 Prompt: "In a story where the protagonist is a detective in the 1940s, describe the 

setting of the crime scene." 

o Expected Output: A detailed description of the crime scene, set in the 1940s, 

with period-specific details like clothing, transportation, and atmosphere. 
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Use Cases: 

 Scenario-based tasks (e.g., role-playing, story creation). 

 Specialized inquiries that need to be framed within a given context (e.g., specific 

industries, historical periods). 

 Personalized recommendations (e.g., product recommendations based on user 

history). 

 

4. Conditional Prompts 

Definition: 

Conditional prompts ask the AI to generate responses based on certain conditions or 

hypothetical situations. These prompts guide the AI to consider "what if" scenarios or follow 

a specific conditional structure in its response. 

Key Characteristics: 

 Presents a condition or hypothesis to which the model must respond. 

 Useful for generating responses to specific situations or speculative scenarios. 

 Often framed with terms like "if," "when," or "unless." 

Example: 

 Prompt: "If humans colonize Mars, what would be the challenges of sustaining life 

there?" 

o Expected Output: A discussion on the challenges of food production, water 

supply, and habitat construction on Mars. 

 Prompt: "If you could design an AI assistant for a specific profession, what features 

would it need to have?" 

o Expected Output: A list of features for an AI assistant tailored to a particular 

profession, such as a doctor or lawyer. 

Use Cases: 

 Hypothetical questions or future scenarios (e.g., “What if…” questions). 

 Speculative or imaginative thinking (e.g., brainstorming new technologies or 

concepts). 

 Conditional decision-making (e.g., advice based on a given situation). 
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Crafting Effective Prompts 

Crafting effective prompts is crucial when working with AI models, as the way you phrase 

the prompt can significantly impact the quality and relevance of the generated output. Here 

are three important aspects of prompt crafting, with examples: 

 

1. Precision in Prompt Writing 

Definition: 

Precision involves being specific and clear in what you ask from the AI. The more precise 

your prompt, the more likely the AI is to generate a relevant and focused response. 

Examples: 

 Example 1: 

Prompt: "Describe the role of mitochondria in eukaryotic cells." 

o Why it's precise: The prompt specifies the topic (mitochondria) and the 

context (eukaryotic cells), ensuring a focused response on cellular biology 

rather than a general explanation of cell biology. 

 Example 2: 

Prompt: "List five strategies for increasing user engagement in mobile apps." 

o Why it's precise: The request for five strategies is clear, and the context 

(mobile apps) narrows down the scope of the answer, focusing the response on 

practical strategies. 

 

2. Refining Prompts for Clarity 

Definition: 

Refining prompts for clarity involves making sure that the prompt is easy to understand and 

leaves no room for ambiguity. A clear prompt ensures the AI can generate accurate and 

relevant responses. 

Examples: 

 Example 1: 

Initial Prompt: "Tell me about photosynthesis." 

Refined Prompt: "Explain the process of photosynthesis in plants, focusing on the 

roles of chlorophyll and sunlight." 

o Why it's clearer: The refined prompt is more specific, narrowing the focus to 

the roles of chlorophyll and sunlight, which guides the AI toward a more 

precise explanation. 

 Example 2: 

Initial Prompt: "What is AI?" 

Refined Prompt: "Describe artificial intelligence, highlighting its main types and key 

applications in modern technology." 
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o Why it's clearer: The refined version gives the AI clear instructions about 

which aspects of AI to focus on—types and applications—ensuring a more 

comprehensive and structured response. 

 

3. Prompt Optimization 

Definition: 

Prompt optimization refers to the practice of modifying and fine-tuning a prompt to get the 

best possible output, often by rephrasing or adjusting the level of detail, the focus, or the tone. 

Examples: 

 Example 1: 

Initial Prompt: "Give me some ideas for a marketing campaign." 

Optimized Prompt: "Suggest three creative marketing campaign ideas for a new eco-

friendly product aimed at young adults aged 18-25." 

o Why it's optimized: By adding specific details (eco-friendly product, target 

audience), the prompt helps the AI tailor the ideas to a particular product and 

demographic, making the response more relevant and actionable. 

 Example 2: 

Initial Prompt: "Explain climate change." 

Optimized Prompt: "Explain the causes and effects of climate change, focusing on 

how human activity contributes to global warming." 

o Why it's optimized: The optimized prompt focuses on specific aspects of 

climate change (causes, effects, and human activity), leading to a more 

targeted, informative response rather than a general explanation. 
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Advanced Techniques in Prompt Engineering 

Here are one-line explanations and examples for three advanced techniques in prompt 

engineering: 

 

1. Chaining Prompts for Complex Tasks 

Explanation: 

Chaining prompts involves breaking down a complex task into smaller, manageable steps, 

where each prompt's output serves as input for the next, allowing the model to tackle intricate 

or multi-step tasks. 

Example: 

 Prompt 1: "List the main steps involved in writing a research paper." 

 Prompt 2 (based on previous output): "Can you elaborate on how to conduct a 

literature review for a research paper?" 

 Prompt 3 (based on previous output): "What are some effective strategies for writing 

the introduction of a research paper?" 

This chaining helps tackle the overall task (writing a research paper) in focused steps. 

 

2. Temperature and Sampling Techniques 

Explanation: 

Temperature and sampling control the randomness of AI responses. A higher temperature 

(e.g., 0.8-1.0) results in more creative and diverse outputs, while a lower temperature (e.g., 

0.2-0.5) yields more focused and deterministic responses. 

Example: 

 High Temperature Prompt: "Generate a poem about space exploration." (Likely 

more creative and varied, with unexpected metaphors.) 

 Low Temperature Prompt: "Describe the technical steps involved in launching a 

satellite into orbit." (More focused, factual, and straightforward response.) 

 

3. Prompts for Creative Tasks 

Explanation: 

Creative prompts encourage the AI to generate imaginative, innovative, or artistic outputs, 

often providing loose guidelines or starting points for more open-ended, creative responses. 

Example: 

 Prompt: "Write a short story about a dragon who is afraid of flying, set in a futuristic 

world." 
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o The AI is encouraged to think outside the box and generate a unique, 

imaginative story with this creative task. 

 

 


